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1 Ob jectfi%res

The main objectn}e of this work has been the development and maturation of adjoint-based,
viscous design techmques for Aerodynamic Shape Optimization (ASO) of complete aircraft
configurations. We have followed a systematic approach in the development, validation and
testing of our méthods. In addition, we have carried out some preliminary work in the
development of & ma.thematlcal environment for high-fidelity aero-structural optimization as
a first step towards the reslization of a high-fidelity multidisciplinary optimization capability.
A number of sxgiuﬁcant milestones achieved in this process are detailed in this final report.
Details of the wotk carried out can be found in a number of conference papers and archival
publications cha.g: are quoted in the References section [1}.

2 Summ}dry

The effort to deyélop a framework for viscous aerodynamic shape optimization of complete
aircraft configurations has yielded a number of important contributions during the length
of this grant. The following sections reflect these contributions. We start with a thorough
description of tlie adjoint equations for the compressible Reynolds-Averaged Navier-Stokes
equations with gome mention of implementation details. Once the first implementation of
the viscous adjoitit was completed, we carried out a thorough accuracy study of the gradients
produced by the method with very encouraging results. In addition, we also spent much of
the second year establlahmg the importance of continuous vs. discrete adjoint formulations.

Our conclusmns are detailed below and establish the validity of the continuous approach,

DISTRIBUTION STATEMENT A
Approved for Public Release
Distribution Unhmlted
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where we use the:subscripts I and II to distinguish between the contributions associated
with the variation of the flow solution dw and those associated with the metric variations
§S. Thus [M,]; and [P,], represent 24 and £ with the metrics fixed, while $M; and 6Py
represent the contiribution of the metnc variations 65 to 6 M and 67P.

In the steady state, the constraint equation specifies the variation of the state vector dw
by 5

! 6R= 50 (R~ Fy) = ©

Here, R(w, S) 1§ the residual of the flow equations, and F; and F,; are the inviscid and
viscous fluxes. Here, also, §R, 6F; and 6F,; can be split into contributions associated with
dw and 45 using the notation

§R = 6R;+06Ry | (4)
E 0F; = [Fi)ow+dEFy '
6Fv; = [Fw'w][ Jw -+ JFU,;U. (5)

Multiplying by sipo-state vector ¥ and integating over the domain produces

| ¥76RaD; = L ¢T 36,0 (= Fu) dD; = 0. (6)

Ifyis diﬁerenti;léle the terms with subscript I may be integrated by parts to give
[ 475RaD; + [ natS (R~ Fu), dBe (7)
- [~ Faame=o ®

Since the left hand expression equals zero, it may be subtracted from the variation in the
cost function (1) to give

az = 8Iy— / VTSR - / [5M ~ni™8 (B, ~ F),) dBe

T
+ f [67’ + g 6 (B~ F.,,-),] dD. 9)
Now, since 7 is an arb1trary differentiable function, it may be chosen in such a way that 67
no longer depean explicitly on the variation of the state vector dw. The gradient of the
cost function can then be evaluated directly from the metric variations without having to
recompute the varxatmn dw resulting from the perturbation of each design variable.
Comparing equatlons (2) and (5), the variation dw may be eliminated from (9) by equat-
ing all field ter;ns with subscript “I” to produce & differential adjoint system governing

Y i
;:1 9
The corresponding adjoint boundary condition is produced by equating the subscript “I”

iu.

(Fiy=Fusy), + [Puly =0 @D )
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boundary terms u’: equation (9) to produce
ndPT [ j ww] [MD]] on B. (11)

The remaining teyms from equation (9) then yield a simplified expression for the variation
of the cost function which defines the gradient

5l + / W76 Ryd D (12)

The details of the formula for the gradient depend on the way in which the boundary
shape is parametaénzed as a function of the design variables, and the way in which the mesh is
deformed as the boundaxy is modified. Using the relationship between the mesh deformation
and the surface modification, the fleld integral is reduced to a surface integral by integrating
along the coordmate lines emanating from the surface. Thus the expression for 47 is finally

reduced to
61 = / G 3S dBg = G6F, (13)

where F reptesents the design veriables, and G is the gradient, which is a function defined over
the boundary surface The advantage is that (13) is independent of dw, with the result that
the gradient of I with respect to an arbitrary number of design variables can be determined
with only a single flow-field evaluation and a single adjoint eveluation in a design cycle.
Then, the computational cost of a single design cycle is roughly equivalent to the cost of two
flow solutwns smce the adjoint problem has similar complexity. When the number of design
variables becomes large, the computational efficiency of the control theory approach over
the traditional approach (which requires direct evaluation of the gradients by individually
varying each des:gn variable and recomputing the flow field) becomes compelling.
Once equation (13) is established, an improvement can be made with a shape change

" 6F = -G,

where A is posltwe and small enough that the first variation is an accurate estimate of 4.,
Then i
e 0l = -2G7¢ < 0.

After making such a modification, the gradient can be recalculated and the process repeated
to follow a path:df steepest descent until 2 minimum is reached.

The boundary conditions satisfied by the flow equations restrict the form of the left hand
side of the adjoint boundary condition (11), Consequently, the boundary contribution to the
cost function M cannot be specified arbitrarily. Instead, it must be chosen from the class
of functions which allow cancellation of all terms containing dw in the boundary integral
of equation (9).! On the other hand, there is no such restriction on the specification of the
field contnbutlon to the cost function P, since these terms may always be absorbed into the
adjoint field equatlon (10) as source terms,

The detalledz {inviscid adjoint terms have been previously derived in [9, 10] and a detailed
derivation of the viscous adjoint terms and the corresponding viscous adjoint boundary
conditions can glgo be found in [2, 3, 11].
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4 Accuraf%:y and Cost Study of Viscous Adjoint-Based
Gradients

A continuous adjoint method for Aerodynamic Shape Optimization (ASO) using the com-
pressible Reynolds-Averaged Navier-Stokes (RANS) equations and the Baldwin-Lomax tur-
bulence model was implemented and tested. The resulting implementation was used to
determine the aceuracy in the calculation of aerodynamic gradient information for use in
ASO problems. The reader is referred to previous work [12] for details of the required math-
ematical denvatmns The accuracy of the resulting derivative information is investigated by
direct comparison with finite-difference gradients. The advantages of the use of an adjoint
method over traditional finite-differencing become apparent because of the strict require-
ments that the ﬁnite difference method imposes on the level of flow solver convergence and
the sensitivity of the value of the gradients with respect to the choice of step size. A paral-
lel implementation using a domain decomposition approach and the MPI (Message Passing
Interface) standard is used to reduce the computationsal cost of automatic design involving
viscous flows.
As a result of this study, the following conclusions were reached:

¢ The flow s@qlver convergence requirements for the finite difference method to produce
accurate gradient information are quite severe and substantially increase the compu-
tational cost of this method.

e As opposed to what may be expected from direct truncation error snalysis, the choice
of step sizg for the calculation of derivatives using the finite difference method can
cause a large error in the approximation of the gradients. Smaller step sizes (even
dlsregardmg the effect of roundoff error) are not necessarily better; the error in the
resulting gfradlents depends on both the convergence level of the flow solver and the
step size c};msen

e Gradient mformatxon obtamed using the adjoint method is much less dependent on
the level of" convergence of the flow solver. Typically a convergence level 2 orders of
magmtude larger than in the finite difference method can be tolerated.

o Gradient mformatxon obtained using the adjoint method is insensitive to the step size
chosen in the deformation of the aerodynamic configuration.

e The adjoiqt.method requires only modest levels of convergence (1.5 -2.5 orders) of the
adjoint solver, thus reducing even further the computational cost of this procedure.

e Accurate gradient information can be obtained for flow governed by the RANS equa-
tions using the procedure outlined in previous work.

As a typical example of the results obtained during this study, Figure 1 shows the sensitivity
of an inverse desxgn cost function to the variations in 50 parameters that modify the shape
of the airfoil, Ae can clearly be seen, the necessary level of convergence required for accurate
gradients using p finite-difference &pproach is quite a bit higher than for the adjoint case.
Not only is the ¢ost of the adjoint procedure independent of the number of design variables

o
foa
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in the problem, If;ut also , the cost of the flow solution is significantly reduced due to the less

stringent convergénce requirements.
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5 Compé&ison of the Continuous and Discrete Adjoint
Approaches to Automatic Aerodynamic Optimiza-

tion

The objective of this study was to compare the continuous and discrete adjoint-based au-
tomatic aerodyna;mc optimization approaches. Our intention was to study the trade-offs
between the complexity of the discretization of the adjoint equation for both the continuous
and discrete apprbaches, the accuracy of the resulting estimates of the gradients, and their
impact on the domputational cost to approach an optimum solution. For details on the
derivation and implementation of the continuous adjoint method, please refer to the cited
bibliography. We'will briefly present the complete formulation of the discrete adjoint equa-~
tion and will thew investigate their differences. The similarities between the continuous and
discrete boundafy conditions are also explored. The results demonstrate two-dimensional
inverse pressure;design’as well as the accuracy of the sensitivity derivatives obtained from
continuous and dijscrete adjoint-based equations when compared to finite-difference gradi-
ents. More detaflg can be found in reference [13}.

The dmcrete’sdjomt equation is obtained by applying the control theory directly to the
set of discrete field equations, The resulting equation depends on the type of scheme used
to golve the flow. equatlons The following discussion uses a cell centered multigrid scheme
with upwind blased blended first and third order fluxes as the artificial dissipation scheme.
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A full d:acretlzataon of the equation would involve dlscretxzmg every term that is a function
of the state vector

oI =61, +22¢ (R(w D (w),,), (14)
e =22 §=2
where 61, is the discrete cost function, R(w) is the field equation, and D(w) is the artificial
dissipation term. '
Terms multnphed by the variation dwy, of the discrete flow variables are collected and
the following is nhe resulting discrete adjoint equation,

o717 8917\ ven1g
(Ay”ﬂéu [5*% “ Azn""é" [#] ‘d) 7

;
- (Bun,y, (815, - e, [B8]7) 25
+ (A”’@.ﬂg [gﬂ']{rj = Aty [gﬂ‘rj) g
- (A“’eu-;, (%], Aue,,y [5‘3]:) =
- (B, (81, ~ B, [, 2
vy (]~ e, [T %
O (e [ - e, 8
(Aze‘, é[:3:3’:] Ayfu—% [%]fj)ﬂ‘f‘

(15)
where

8dips s = €y g (WBivng = Yog) — €5 sty
e +3€f+é 5 Wk — %i5) + ff_g,,i/fi—u
. (16)

P .
is the dxscrete adjomt artificial dissipation term and V is the cell area. The dissipation
coefficients €? and €* are functions of the flow vm'lables, but to reduce complexity they are
treated as constghts.

In the case of an inverse design, 01, is the discrete form of the square of the pressure
integral around uhe airfoil surface. In contrast to the continuous adjoint, where the boundary
condition appeatsias an update to the costate variables in the cell below the wall, the discrete
boundary condltmn appears as a source term in the adjoint fluxes. At cell ¢,2 the adjoint

i
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equation is as fo;jlibws,
N Vém -
) é ["A:E-g,z (12 — Yim1) = +; 2 (Yit12 — ’d‘.‘,z)]
: +3 [‘BgT,g (s — 111;,2)] +@
| (17)

where V' ig the cie'll area, ® is the source term for inverse design,

. 0= (‘Ayf‘/’%z +Azgyy, = (p —PT)AS&) P52,

of ag1”
Airga = Bty ['5"]‘,2 s [525]

All the terms in. equatxon (17) except for the source term are scaled by the square of A,
Therefore, ag thﬂ mesh width is reduced, the terms within parenthesis in the source term
divided by As; must approach zero as the solution reaches a steady state. One then recovers
the continuous ad]omt boundary condition described in earlier works.

If a first order- artificial dissipation equation is used, then equation (16) would reduce to
the term assocxa,ted with €2. In such a case, the d1screte adjoint equations are completely
independent of @he costate variables in the cells below the wall. However, if we use the
blended first and’ third order dissipation, then these values ate required. In practice, &
simple zeroth ordér extrapolation across the wall produces good results.

Replacing the inverse design boundary condition in equation (17) by the discrete form of
the cost function results in a discrete adjoint equation for drag minimization.

As an example of the results in the study, an inverse design test case is briefly shown
here. The target pressure is first obtained using the FLO83 flow solver for the NACA 64A410
airfoil at a flight condition of M = 0.74 and a lift coefficient of C; = 0.63 on & 192 x 32 C-grid.
At such a condmon the NACA 64A410 produces a strong shock on the upper surface of the
airfoil, thus making it an ideal test case for the adjoint versus finite difference comparison.

The gradient'for the continuous and discrete adjoint is obtained by perturbing each point
on the airfoil. W& apply an implicit smoothing technique to the gradient, before it is used
to obtain a direction of descent for each point on the surface of the airfoil.

Figures (1), (2), and (3) exhibit the values of the gradients obtained from the adjoint
methods and finite difference for various grid sizes. The circles denote values that we obtain
by using the finite difference method. The square represents the discrete adjoint gradient.
The ssterisk represents the continuous adjoint gradient. The gradient is obtained with
respect to variations in Hicks-Henne sine “bump” functions placed along the upper and
lower surface of the airfoil [14, 12]. The figures only illustrate the values obtained from the
upper surface sthftmg from the leading edge on the left and ending at the trailing edge on
the right.

Figure (4) presents the effect of the partial discretization of the flow solver to obtain
the discrete adjoint equation. Here we obtain the finite difference gradients in the figure

i
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Grid Size | Cont., Diso. | Cont-Disc |
96 x 16 | 3106 — 3 ] 2.397c — 3 | 0.585¢ — 4
193 x 32 [ 1.730e =3 | 1.72de — 3 | 2.130e — 4
356 x 64 [ 1.4%4e — 3 | 1.4196 — 3 | 4.749¢ — 5

Table 1: L, ﬁcf:rm of the Difference Between Adjoint and Finite Difference Gradient

without freezmg"the dissipative coefficients. A small discrepancy exists in regions closer to
the leading edge’ ‘4nd around the shock.

Table 1 contams values of the L, norm of the difference between the adjoint and finite
difference gradients. The table illustrates three important facts: the difference between
the continuous dmomt and finite difference gradient is slightly greater then that between
the discrete adjémt and finite difference gradient; the norm decresses as the mesh size is
increased; and the difference between continuous and discrete adjoint gradients decreases as
the mesh size is reduced. The second column depicts the difference between the continuous
adjoint and finité difference gradient. The third colurun depicts the difference between
the discrete adjoint and finite difference gradients. The last column depicts the difference
between the disgrete adjoint and continuous adjoint. As the mesh size increases the norms
decrease as expected. Since we derive the discrete adjoint by taking a variation of the discrete
flow equations, wé expect it to be consistent with the finite difference gradients and thus to
be closer than the continuous adjoint to the finite difference gradient. This is confirmed by
numerical results,but the difference is very small. As the mesh size increases, the difference
between the continuous and discrete gradients should decrease, and this is reflected in the
lagt column of table 1.

In conclusion,

1. The continyous boundary condition appears as an update to the costate values below
the wall for a cell-centered scheme, and the discrete boundary condition appears as &
source terrn in the cell above the wall, As the mesh width is reduced, one recovers the
continuous adjoint boundary condition from the discrete adjoint boundery condition.

2. Discrete a.djoxnt gradients have better agreement than continuous adjoint gradients
with ﬁmte deerence gradients as expected, but the difference is generally small.

3. As the mesh size increases, both the continuous adjoint gradient and the discrete
adjoint grgdlent approach the finite difference gradient.

4, The dxﬁerence between the continuous and discrete gradient reduces as the mesh size
increases, nt

5. The cost o‘f'deriving the discrete adjoint is greater.

6. With our search procedure as outlined, the overall convergence of the objective func-
tion is not significantly affected when the discrete adjoint gradient is used instead of
the continuous adjoint gradient. Consequently, we find no particular benefit in using
the discrete adjoint method, which requires greater computational cost. However, we
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believe it beneﬁcxa.l to use the discrete adjoint equation as a guide for the discretization
of the contmuous adjoint equation.

6 Indust;zf?ial Applications to Three-Dimensional Wing
Design.
During the period of this grant, the three-dimensional design method has been used suc-
cessfully in som¢'31gmﬁcant industrial applications at Boeing Long Beach. In addition to
other similar efforts the method was used to support the studies of the Blended-Wing-Body
concept for long range transport aircraft which is under study at Boeing with Air Force and
NASA support. The method was used to minimize the sum of the computed drag coefficients
at Mach 0.85 atithree lift coefficients in the range from 0.42 to 0.46. In order to check the
results, Navier-Stokes calculations were performed using another CFD code, CFL3D, from
NASA. These cdlculations verified an improvement in the lift to drag ratio over & range of
lift coefficients from 0.35 to 0.68, with an improvement in the maximum lift to drag ratio of
4 percent. At thesame time, the thickness of the outboard part of the wing was significantly
incressed, which could lead to benefits in reduced structural weight and increased fuel vol-
ume. The result: ‘of & gimilar calculation, checked with CFL3D, can be seen in the Figure
below. The comparison is between the orlgmal design (dashed lines) and the optxmlzed one
(solid lines), resplting in more benign pressure distributions and an increase in lift-to-drag
ratio of 4 %. .

A second apphcatxon was made to a high wing transport design under study at Long
Beach. In this case the viscous wing design code was run for a smgle design point at Mach
0.85. A significait drag reduction was achieved with a calculation using 60 design cycles, with
only 20 iterations of the flow solver and 20 for the adjoint solver in each design cycle. The
total CPU time usmg 8 processors was 57613 seconds. A well converged analysis of the flow
requires 400 iterations that amount to 7568 seconds with 8 SGI R10000 195 Mhz processors.
Thus, the optimization was achieved at a cost of about 7.5 flow solutions. Again, a benefit
in the lift to drag ratio was verified over a Mach number range form 0.845 to 0.865, with
even greater benéfit at the higher Mach number than at the design Mach number of 0.855.
These results cohfirm the utility of the optimization method for real design applications. In
industrial use, the ability to achieve optimizations with computational costs equivalent to 10
or even fewer flow solutions is crucial to the viability of the method. Research investigations
which lead to the ability to construct design procedures with such low computational cost
will be published'in [15].

Other applxcatlons to supersonic configurations have also been presented, together with
details of the algdrithms, implementation, and parallelization [16, 17].

7 Prelirﬂinmy Application to Aero-Structural Optimiza-
tion

The work contairied in the attached papers [16, 17, 18, 19] presents a new framework for the
coupled optimization of aero-structural systems. The framework permits the use of high-
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Figure 5: Sample Viscous Design for the Blended-Wing-Body Airplane.

fidelity modeling ‘of both the aerodynamics and the structures and represents a first step in
an effort towards the development of a high-fidelity multidisciplinary optimization capability.
The approach is based on efficient analysis methodologies for the solution of the aerodynamics
and structiures subproblems, an adjoint solver to obtain aerodynamic sensitivities, and a
multiprocessor parallel implementation. We have placed a geometry database representing
the outer mold line (OML) of the configuration of interest at the core of our framework. Using
this geometry description, the information exchange between aerodynamics and structures
is accomplished through an independent coupling of each discipline with the OML database.
The framework ‘permits the later inclusion of other disciplines, such as heat transfer and
radar signatureq, with relative ease, Specific results from the coupling of a finite volume
flow solver for the Euler and Reynolds Averaged Navier-Stokes equations with two different
linear finite elerhent structural models were explored. Care was taken in the treatment of
the coupling of the disciplines such that a consistent and conservative scheme is achieved.
Direct comparisons with wind-tunnel data were presented to demonstrate the importance of
aeroelastic solutions. In addition, simplified design examples were presented to illustrate the
possible advantdges of the new aero-structural design methodology in evaluating trade-offs
between aerodynamic performance and structural weight for complete aircraft configurations.

'
Bt
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This design e;m'/imnment has been used to perform RANS aeroelastic anelysis of complete
configuration flight and wind-tunnel models with an additional cost which is less than 10%
of the cost of a traditional rigid-geometry CFD solution. These solutions can be used to
determine @ pridss whether significant aeroelastic corrections will or will not be needed for

the resulting wind tunnel data.
In addition, simplified design cases have been tested that include the effect of aeroelastic

deformations in the design process. These cases have shown that our design methodology is
able to predlct the correct trades between aerodynamic performance and structural properties
present in these types of wing design problems.

Finally, a stnictural stress penalty function was added to the coefficient of drag of the
complete configiiration to allow elimination of artificial thickness constraints that are typ-
ically imposed in: aerodynamic shape optimization methods. This rudimentary coupling of
aerodynamics ax¢ structures in the design not only eliminates the necessity to impose ar-
tificial constraints, but also produces designs where trade-offs between aerodynamic and
structural performance are considered.

Further work: 'Wlll focus on the continued development of the proposed MDO frame-
work. Topics requiring significant research include sensitivity analysis, optimization strategy,
Navier-Stokes batsed design, use of commercially available CSM codes, multipoint design, and
CAD integration,’
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